1. Introduction

Wind loads are decisive for a wide range of structures and must therefore be modeled adequately in a structural design. Some codes and standards provide a general set of design guidelines only for structures with limited dimensions and under the assumption of a dynamic response in the fundamental mode (Eurocode, 1991). As a matter of fact, very large and flexible structures as, bridges and stadiums, do not fall within the context of application of such simplified procedures. One reason is that large flexible structures may evince a serious sensitivity to the random gust loading, although being stiff enough to limit strong aeroelastic phenomena, but flexible enough to allow for a significant dynamic response.

The buffeting analysis of civil structures, i.e. subjected to random pressures due to the fluctuations of the oncoming flow and to the weak interaction of that flow with the windward part of the structure, is typically tackled as a stochastic dynamic analysis. In this view, the usual analysis is performed with a probabilistic description of the wind velocities in the atmospheric boundary layer (local statistical properties as well as spatial coherence), as well as aerodynamic admittances. Based on site-specific and structure-specific data, they allow the determination of the probabilistic description of the loading, namely power spectral densities of (and coherence between) forces resulting from the wind loading at various spots of the structure. A traditional stochastic analysis follows (Clough & Penzien, 1993; Preumont, 1994), for which structural engineers are used to cope with. The well-known decomposition into mean, background and resonant contributions of the wind-induced responses (Davenport, 1961; Holmes, 2007) offers an affordable access to stochastic analysis in the everyday practice.

As a ultimate outcome of the structural, extreme values of some structural responses, such as displacements, internal forces or stresses, have to be estimated. They are actually expressed with peak factors, for which there exist various analytical expressions, depending on the properties of the considered random process (Floris & Iseppi, 1998; Rice, 1945).

The wind tunnel testing of large flexible structures is much more realistic than the aforementioned codified procedure since it allows a precise estimation of the time-space distribution of the pressures and the modeling of a number of phenomena as the aerodynamic instabilities and aerodynamic admittance, that are difficult to estimate. Design codes therefore recommend wind tunnel measurements for large structures, with a need to model carefully the wind flow surrounding the construction site. Wind tunnels have been being developed since the 1960’s with early contributions from Scanlan, Scruton among others, although the
principles of the similitude and dimensional analysis were awaiting to be applied to wind flows for more than fifteen years (Langhaar, 1951). In the context of random fluctuating pressures, wind tunnels are of course well equipped because they just require the dynamic acquisition of pressures at various locations of the structure under investigation. Even a turbulent flow may be generated with a series of well-known methods in case of fluctuating oncoming flow. Then, a statistical processing (Papoulis, 1965) of the measured pressures should provide the same probabilistic quantities as those that are necessary for the stochastic analysis. Nevertheless, outputs of wind tunnel testing are basically deterministic non-repeatable measurements. Starting from this raw data, the structural design can follow different ways depending on the level at which the statistical processing is performed.

In the context of a structural analysis, two extreme data processing may be distinguished. The first option is a deep analysis and understanding of the pressure field as measured in the wind tunnel, and before any consideration of the dynamic properties of the structure under investigation. Naturally, maps of averages of local pressures as well as their standard deviations or higher statistical moments are the basic output of that kind. Besides, data mining procedures as Karhunen-Loeve decomposition (Loeve, 1977) or the proper orthogonal decomposition (Jolliffe, 2005) offer an interesting way to better understand the air flow around structures. They are also a smart way to compress the data and extract the main information embedded in the acquired signals. In particular, the proper orthogonal decomposition has been widely applied to wind tunnel measurements (Baker, 2000; Best & Holmes, 1983; Bienkiewicz et al., 1993; 1995; Carassale, 2005; Holmes et al., 1997; Solari et al., 2007); more advanced methods such as the normalized proper orthogonal decomposition (Ruan et al., 2006) have also proved to be efficient in understanding wind tunnel measurements. Obviously statistical data such as power spectral densities of wind pressures are also a valuable outcome of the post-processing. Indeed, together with their spatial coherence, the loading information is recast into a format that matches design procedures offered by design standards.

The second possibility is to postpone the statistical treatment after the structural analysis. A deterministic structural analysis is then performed, based on the single acquired pressure histories. In this case, the structure is analyzed with usual tools as the Newmark integration scheme (Clough & Penzien, 1993). The statistical treatment is then limited to the estimation of mean, standard deviation and extreme values of displacements, strains and stresses, more generally of the structural response. It is thus left to the structural engineer, as a part of the structural design.

As a caricature, in these extreme solutions, the statistical processing is therefore left either to wind-tunnel engineers when it concerns the acquired data itself, either to structural engineers when it comes to estimating structural design quantities. In any case, we may deplore -and this is also probability a matter of sharing responsibilities and expertise a limited interaction between both parties.

Furthermore, one may disclose evidences that both the traditional deterministic and stochastic methods discussed as extreme situations before are not robust against the type of structure, loading and details of the measurement procedure. Indeed, the deterministic approach may suffer from inadequate sampling frequencies and consequences thereof, or from additional noise that may hardly be dealt with (Blaise, 2010). On the other hand, a stochastic description of the pressure field itself may result in a poor estimation of the coherence field, whenever crossed statistics between all pressure taps are considered, or from an excessive
data compression, resulting in the inability of representing properly global and local structural responses at the same time. A wind tunnel is a convenient tool that may be run successfully only if all protagonists agree on what to measure, how to measure and more importantly what to do with the measured signals. In this chapter, we discuss and demonstrate the need to break up the border between them. It is obvious that the optimum situation should lie somewhere between both extremes described before. As a simple example, just the shape of a structure would be sufficient for a wind-tunnel engineer to measure the surrounding air flow as well as wall pressures. The trouble is that if the sampling rate considered for the wind-tunnel testing is not chosen in accordance with the natural frequencies of the structure (a detail typically pertaining to the structural engineer), the subsequent structural design may yield unrealistic results. According to the philosophy in which design standards have been developed, it appears that the most promising analysis technique, among deterministic or stochastic, is the stochastic one. This assertion is supported by the idea that a deterministic analysis remains a single shot (a sample of a Monte Carlo simulation), while the stochastic approach provides a rational unique probabilistic description. Keeping in mind the objective of finding an optimum level to fit a probabilistic model to wind-tunnel data, and under the constraints that the fitting should be simple and reliable, and also the assumption that it is possible to find a solution involving the joint expertise of wind-tunnel and structural teams, we demonstrate the optimality of the fitting of a probabilistic model to the modal forces. In this document, the benefits of the proposed method are also illustrated and the reasons for which it provides a superior modeling are clearly pointed out. Some advantages of the stochastic approach over a deterministic one have already been identified, such as the flexibility in pre-processing the measured pressures in order to smoothen their probabilistic description (Blaise et al., 2011). The main point developed in this document consists in investigating and comparing other probabilistic pre-processing methods.

2. Post-processing of measured wind pressures

Pressures recorded on a wind-tunnel model represent the time-space distribution of the loads to be considered for a structural design. Owing to the complexity of the air flow around bluff bodies, as encountered in civil engineering applications, a substantial amount of pressure taps have to be used in order to provide an accurate representation of the wind flow. Furthermore, as a result of some frequency scaling that has to be satisfied, typical sampling frequencies expressed in wind-tunnel time scale are such that the true scale 10-min observation window, as required by many standards translates into a massive amount of data. This huge amount of data has to be analyzed in a statistical manner in order to extract the most significant information, to make it therefore understandable, and if possible to suggest the probabilistic properties of the families to which the recorded signals belong. Indeed, it is commonly agreed that statistics include both the descriptive statistics, precisely aiming at summarizing the recorded data by means of some numerical descriptors, and the inferential statistics consisting in drawing inferences about the population to which the recorded data presumably belong (Casella, 2001). In this latter case, descriptors of the population, referred to as probabilistic models in the following are naturally expected to be more representative of the global phenomenology. In other words, two successive wind-tunnel
measurements could provide different descriptive statistics (means, standard deviations, extreme values, etc.), although they belong to the same probabilistic model. A rudimentary structural design from wind-tunnel recorded pressures may be conducted with only descriptive statistics. This section presents typical steps of such a post-processing. There is no doubt that more global statistics, as those resulting from inferential statistics, related to a population rather than a single sample in the statistical sense, would provide a more robust information about the pressure field over a structure. This more robust information is of marginal importance for means and standard deviations of pressures (which are expected to be reproducible from test to test), but is definitely crucial for extreme values which are most likely much more scattered, from test to test. This idea is developed in Section 3 where we suggest to fit probabilistic models on various quantities measured in the wind-tunnel.

This document is meant to be a treatise on these probabilistic models, rather than the presentation of a particular case study. For convenience, the following sections are however illustrated with the wind-tunnel testing and structural analysis of a stadium roof. This roof features a retractable part resting on two main longitudinal beams, which owned it to be tested for various roof configurations and wind directions. Further details of this particular structural system are given in (Blaise et al., 2011). The simulated wind targets properties of the atmospheric boundary layer, as prescribed in the Eurocodes (Eurocode, 1991) and its French national appendix. Notably, the targeted wind loads correspond to the Service Limit State ones and a IIIa category terrain is appropriate to represent the surrounding of the stadium. The mean velocity recorded at the top of the stadium $v_m = 28.3 \text{ m/s}$ accurately corresponds to the target value and thus to an expected reference velocity pressure $q_{mean} = 491.7 \text{ Pa}$. Figure 1 shows the 1/200 scaled model in the wind tunnel. The velocity and time scales are 1/2.98 and 1/67 respectively. The model is assumed to be infinitely rigid. The surrounding buildings and trees are also modeled to simulate a realistic environment.

The instrumentation of the scaled model required approximately three hundred and fifty synchronous pressure sensors, sampled at 200 Hz, which corresponds to 2.94 Hz in full scale.

Fig. 1. Model of the stadium in the wind tunnel. (a) View of the exit of the turbine, (b) Block to create the wind velocity profile, (c) and (d) Surrounding buildings, (e) Surrounding woods - also published in: (Blaise et al., 2011)
(or a time step equal to 0.342 seconds). Each measurement lasts about 105 minutes full scale, i.e. approximately ten times as much as the typical conventional requirements, which allows for some statistical treatment.

2.1 First rank properties
In a first rank context, pressures \(q_{\text{tot}}(t)\) recorded at different locations in space are regarded as random variables (and therefore independently from their frequency content). They are conveniently separated as

\[
q_{\text{tot}} = \mu_q + q
\]

(1)

where \(\mu_q\) and \(q(t)\) respectively denote the mean pressures and (zero-mean) fluctuating parts of the pressure. A suitable dimensionless information is obtained by scaling these pressures by the reference velocity pressure, yielding thus the time-dependent pressure coefficients \(c_p(q_{\text{tot}})(t)\) that are straightforwardly decomposed as

\[
c_p(q_{\text{tot}})(t) = \frac{\mu_q}{q_{\text{mean}}} + \frac{q}{q_{\text{mean}}} = c_p(q_{\text{mean}}) + c_p(q).
\]

(2)

where \(c_p(q_{\text{mean}})(t)\) and \(c_p(q)(t)\) represent the mean and fluctuating part of the total pressure coefficients, respectively. Because it offers a basic understanding of the wind flow around the structure, the analysis of the maps of the mean and the standard deviations of the pressure coefficients is of necessary interest for the wind tunnel engineers as well as the designing engineers. They are illustrated for the considered application in Fig. 2-(a,b), for a wind coming East, as depicted in Fig. 5. It appears that the roof is mainly in depression (with reference to the atmospheric pressure) and that the wind loads are not symmetrically distributed with respect to the axis of the incoming flow, which is explained by the unevenness of the surrounding, see Fig. 1. These figures also illustrate the local increase of mean pressures in zones with sharp edges. For instance, as a consequence of the high longitudinal main beam and an extra acroterium necessary for the moving parts to slide apart, the South-West zone exhibits very close areas with positive and negative pressures; they just result from the air flow trapped against the windward face of the vertical wall and the vortex shedding in the leeward area. Large standard deviations in this area show the substantial intensity of this shedding, and indicate the need for a proper local design of the roof in that area, for that roof configuration and wind direction.

Another interesting information consists in assessing the correlation level of the wind pressures over the whole structure. This is somehow related to the turbulence scale of the oncoming flow (Dyrbye & Hansen, 1997), as well as the signature of the flow created by the structure itself. As an illustration, Figure 2-(c) shows the correlation coefficient of a sensor localized in the center of the stadium (in blue) with all other sensors. Uneventfully, sensors close to the center show important correlation coefficients.

Higher order statistics are other interesting statistical descriptors of the recorded pressures. They are typically interesting when it comes to estimate extreme values, i.e. those related to small occurrence probabilities. For instance, the analysis of the skewness coefficient map indicates the zones of the model where the wind flow is typically non-Gaussian and requires a dedicated attention in the determination of extreme forces (Beirlant et al., 2004; Gupta & van Gelder, 2007). Alternatively, the importance of the extreme wind pressures may be
Fig. 2. Maps of (a) the mean pressure coefficients; (b) the standard deviations of pressure coefficients; (c) absolute values of the correlation coefficients of the pressure coefficients with respect to the central sensor.

Fig. 3. Maps of (a) the skewness coefficients of the pressure coefficients; (b) the negative peak factors; (c) the positive peak factors of the pressure coefficients.

appreciated by means of positive and negative peak factors, defined as

\[
g^{(+)} = \frac{q_{\text{max}} - \mu_q}{\sigma_q}, \quad g^{(-)} = \frac{\mu_q - q_{\text{min}}}{\sigma_q},
\]  

which may in some cases drastically drift from the well-known range \( g \in [3.5; 4] \) as usually adopted for Gaussian processes. As an illustration, Figure 3-(a) depicts a skewness coefficient ranging from -1.5 to 1.5, which indicates a significant departure from symmetrically distributed variables in several parts of the structure. Also, Figure 3-(b,c) discloses peak factors as large as 6, as well as an interesting similarity with the skewness coefficient map. In this case, positive skewness coefficients are associated to positive peak factors larger than the negative ones and vice versa, see for instance Westbound regions, which indicates that extreme pressures are in essence governed by the first three statistical moments. This observation is not universal, but may have decisive consequence, especially because positive skewness coefficients are globally associated to positive mean pressures and reversely.

For conciseness in the following illustrations, eight pressures taps as labeled in Fig. 5-(a) are mainly used. Histograms are another possible way to illustrate the statistical distribution of pressure coefficients. Figure 4-a shows the distribution of the total pressure coefficients in the alongwind direction, with maximum depression on the windward face (sensor 6, see Fig. 5-a) and minimum depression on the leeward face (sensor 4). These histograms indicate a slight
Fig. 4. Histograms of pressure coefficients at sensors 6, 8, 4 in the alongwind direction and sensors 5, 8, 2 in the across-wind direction.

tendency for negative skewing and larger flattening than normal. Similarly, the transverse evolution of the distribution is reported in Fig. 4-b, which shows that pressure coefficients are more spread on the sides than in the central part of the roof. A monotonic increase of the mean depression is however observable; it results from the uneven surrounding.

2.2 Second rank properties

Second rank properties describe the possible correlation in the measured pressures at two different instants delayed by a given time lag. As a particular case the auto- and cross-covariance functions translate this correlation for zero-mean weakly stationary processes. An alternative descriptor is the power spectral density (psd) describing the dispatching of the variance or covariance in the frequency domain. Among various parametric and non-parametric estimates, the latter ones are usually preferred in a descriptive stage whilst parametric estimates are the adequate tools to provide appropriate probabilistic models. These are thus discussed in Section 3.

The power spectral density of the fluctuating part of the measured pressures $S^{(q)}(\omega)$ indicates the order of magnitude of the frequency content related to turbulence, or a characteristic time scale of shortest eddies. Indeed, in case where no aeroelastic phenomena are expected to take place, the overall profile of this function decreases with frequency, which is attributable to the turbulence. Besides the decrease rate in the high-frequency range allows the identification of the admittance function.

The psd matrix of the measured pressures $S^{(q)}(\omega)$ gathers the auto- and cross-psd in the diagonal and out-of-diagonal elements, respectively. The cross-psd $S_{ij}^{(q)}$ indicates the covariance between pressures measured at different locations, referred to as per $i$ and $j$. The dimensionless coherence function $\Gamma_{ij}^{(q)}(\omega)$, defined as

$$\Gamma_{ij}^{(q)} = \frac{S_{ij}^{(q)}}{\sqrt{S_{ii}^{(q)}S_{jj}^{(q)}}},$$

by scaling the cross-psd by the geometric mean of corresponding auto-psd’s, provides a more intuitive information. Notice however that the correlation coefficient $\rho_{ij}^{(q)}$ is not recovered by integration in the frequency space of $\Gamma_{ij}^{(q)}$. 
Fig. 5. (a) Localization of some interesting sensors, (b) psd of the measured pressure at sensor 1. Windowing with 512 points out of 18432 in total is used with an overlap of 50%. Noise harmonics may be observed.

Figure 5 shows an example of psd obtained with Welch’s periodogram method with Hamming windowing and 50% overlapping, a common choice of non-parametric descriptor. The psd shown in Fig. 5 corresponds to sensor 1. It appears that the recorded pressure, as well as many others actually, is significantly noised by harmonic components. These spurious harmonics may result from aliased rotation speed of flans, a/c power insufficiently filtered, flexibility of the scale model, flexibility of the turning table. In any case, these are undesired (because not realistic) and should be filtered out before the structural design stage. Another possible imperfection in the recorded data appears as a constant psd beyond a certain frequency. This issue is possibly related to some measurement noise, or some insufficiently design pneumatic admittance in the acquisition system. This case was not seriously observed in the considered data set. In the structural design stage, this imperfection may provide an excessive overestimation of the loads in the resonance frequency range.

Figure 6 shows the real and imaginary parts of the coherence functions pairing sensor 7 to sensors 6, 8 and 4, located in the alongwind direction. Although standards usually neglect the imaginary part of the coherence and model the real part as a decreasing exponential (Dyrbye & Hansen, 1997), we may observe that this model (adopted from free field turbulence) is far from reality. The global decrease rather seems to show first a short plateau, then a rapid decrease, followed by a somewhat significant noise. The imaginary part is of the same order of magnitude as the real part. Also Fig. 6 indicates, for both the real and imaginary parts, more coherence between sensors 7 and 6, than 7 and 8, or even than 7 and 4.

Of paramount importance is the fact that the non-parametric estimate of the auto- and cross-psd provides an erratic result, despite the periodogram averaging. Actually an infinite set of pressures are in principle necessary to obtain a smooth non-parametric estimation of the psd. This goes naturally beyond the physical limitations of any testing. As a matter of fact, the processing of a single recorded signal, as long as it may physically be, provides an erratic non-parametric estimate; and the new beginning of another experiment under the “same” conditions would yield a different psd estimate. The discrepancy between both is as large as the signals are short. Furthermore, experience shows that the reproducibility of coherence functions is even worse.
2.3 Principal component analysis

The principal component analysis is a mathematical procedure that consists in transforming a set of correlated data sets, such as the recorded wind pressures, to uncorrelated principal components. This transformation is made through an orthogonal transformation, which make this procedure to be also appointed proper orthogonal decomposition (Jolliffe, 2005). The transformation is such that the first principal component has a variance as large as possible, and similarly for the subsequent components but under the constraint that they be uncorrelated with the previously established ones. As a result, the computation and storage of the first few principal components may be seen as an interesting data compression means, for all that one is interested in a global representation of the total variance in a data set. Besides, the principal component analysis enables a better understanding of the air flow around the structure, as it just require the analysis of some loading components.

In a first rank context, wind pressures on a large structure may be regarded as correlated variables (without any time or frequency distribution thus), as illustrated in Fig. 2. The principal component analysis of these pressures consists therefore in diagonalizing the (zero lag) covariance matrix $C^{(q)}$ as in

$$ (C^{(q)} - C^{(c)}) \Theta = 0 $$

and is therefore called covariance proper transformation (CPT), where $C^{(c)}$ is the new (diagonal) covariance matrix of principal components, organized with decreasing variances, and $\Theta$ is the orthogonal transformation matrix gathering in successive columns the principal components of the loading or, more simply, the loading components. As only some principal components are conserved in the post-processing, these matrices are smaller than $C^{(q)}$ and satisfy naturally

$$ C^{(q)} = \Theta C^{(c)} \Theta^T. $$
Accordingly the set of recorded pressures \( q(t) \) is decomposed as

\[
q = \Theta c
\]

where \( c(t) \) represents the covariance principal coordinates, whose covariance matrix is \( C^{(c)} \).

As an illustration, Fig. 7 represents the first three loading components extracted from the covariance matrix \( C^{(q)} \). As expected, the first component outlines pressures in the South-West zone, where the variance of pressures are large. The following modes may also be understood as significant pressures in a very limited portion of the roof surface, and negligible pressures elsewhere. This goes against a naive presumption that fundamental modes represent properly the global loading, which is actually the most interesting one for the determination of the background structural response. A possible solution is offered by the normalized covariance proper transform (Ruan et al., 2006), which consists in giving, in the orthonormalization process, the same importance to all sensors, regardless of their relative variance.

The total variance \( \sigma_{tot}^2 \) obtained as the summation of the variance of the pressures at each sensor, is non-uniformly distributed between sensors, see Fig. 8-b. Conversely, as a consequence of the algorithm for the extraction of successive principal components, the
Fig. 9. Evolution of the (a) standard deviation of the measured pressure at sensor 8, (b) the skewness coefficient (c) the extreme values as a function of the number of loading components and (d) reconstruction of the time signal with 5 (dot) and 100 (dash-dot) components.

The variance of the generalized pressures obtained by projection into the component basis, expressed as $\Theta^T q$, are successively decreasing. Alternatively, the variance of the principal components $c(t)$ are ordered with increasing values. Their cumulative distribution, see Fig. 8-a, is therefore monotonic, with negative curvature. This example shows that a substantial number of components (around 100) has to be kept in order to reproduce 90% of the total variance.

Figure 9 shows the reconstruction of the pressure history at the central pressure tap, for increasing numbers of loading components included in the reconstruction. Figure 9-a shows that more than 200 modes are necessary to provide an accurate variance. Figure 9-a shows a monotonic convergence of the reconstructed standard deviation, which is a well-known fact (Carassale et al., 2007). Nothing guarantees however the convergence of the skewness coefficient, which may be eventually problematic for an accurate description of extreme values (whenever skewness is significant). Figure 9-c indicates that extreme values related to the considered sensor are mainly governed by the variance, and not that much by the fluctuation skewness.

A second possible application of principal component analysis, in a second rank context, consists in diagonalizing the psd matrix $S^{(q)}(\omega)$, making therefore uncorrelated the different harmonics. It thus writes

$$ (S^{(q)} - S^{(y)} I) \Psi = 0 $$

and is called spectral proper transformation (SPT), where $S^{(y)}(\omega)$ is the psd matrix of the principal coordinates (which is diagonal for every $\omega$) and $\Psi(\omega)$ is the orthogonal matrix of...
Fig. 10. First two loading components $\Psi_1$, $\Psi_2$ (in absolute value) extracted from the psd matrix $S^{(q)}$.

principal components, as a function of the frequency $\omega$. Similarly to what is done for CPT, one expect that some components only will be sufficient in the reconstruction of the global data set. Some principal coordinates and components are therefore conserved, $S^{(y)}$ and $\Psi (\omega)$ are both smaller in size than $S^{(q)}(\omega)$ and they satisfy

$$S^{(q)} = \Psi S^{(y)} \Psi^T.$$ 

(9)

In the Fourier domain, the measured pressures $Q(\omega)$ may therefore be seen as the result of a particular filtering of uncorrelated components $Y(\omega)$, the spectral principal coordinates, as

$$Q = \Psi Y.$$ 

(10)

It is clear that $S^{(y)}$ is the psd matrix of $Y(\omega)$.

The striking similarity with (7) would indicate the duality of both presented method, but SPT is however superior to CPT (in terms of energy representation of the initial set) because SPT allows frequency-dependent components whereas CPT considers components constant in time.

As an illustration, Figure 10 provides the absolute value of the first two spectral principal components $\Psi_1(\omega)$ and $\Psi_2(\omega)$ for three different frequencies, $n = 0$ Hz, $n = 0.1$ Hz and $n = 1$ Hz. These components are complex pressure distributions and are represented here in absolute value. As expected, the decomposition for low frequencies is that of the psd matrix with full coherence, while the decomposition at high frequency tends to unilateral psd’s, and orders the components with decreasing local variances.
Similarly to 8-a, the rapid monotonic convergence of the variance of principal coordinates may be observed with a cumulative summation. Such an illustration is represented, in a dimensionless manner, in Fig. 11-a for three different frequencies. The power spectral densities of the principal coordinates are also reported in Fig. 11-b, for some components only. They naturally show a global profile similar to the psd of measured pressures, namely, a global decreasing function affected by some measurement noise.

2.4 Connexion with a finite element structural model

In parallel to wind tunnel simulations, there exists almost always a structural model, usually a finite element model, that interprets the recorded loading and determines the structural response. As discussed in more details next, the structural design requires the solution of the equation of motion

$$\mathbf{M}\ddot{\mathbf{x}} + \mathbf{C}\dot{\mathbf{x}} + \mathbf{K}\mathbf{x} = \mathbf{p}$$

where $\mathbf{M}$, $\mathbf{C}$ and $\mathbf{K}$ are respectively the mass, damping and stiffness matrices (from a finite element model), and $\mathbf{x}(t)$, $\dot{\mathbf{x}}(t)$ and $\ddot{\mathbf{x}}(t)$ are respectively the displacements, velocities and accelerations of the nodes of this model. The external loads $\mathbf{p}(t)$ result from the wind loading and, in some instances, other particular loadings as the self-weight. The wind related part of the loading is expressed as

$$\mathbf{p} = \mathbf{A} \mathbf{q}$$

where matrix $\mathbf{A}$ allows the transformation of wind-tunnel pressures $\mathbf{q}(t)$ acquired at given pressure taps to nodal force of the finite element model. The elements of the transformation matrix $\mathbf{A}$ are established in accordance with the positioning of the pressures taps, respect to the nodes and elements of the structural model. Harmony between wind-tunnel and structural teams should facilitate the establishment of that matrix.

More generally, as the finite element model is usually known prior to the wind-tunnel testing, information extracted from that model should be used for an optimal planning of the wind tunnel measurements. For example the range of natural frequencies of relevant structural modes should be announced for an optimum choice of the sampling rate to be used for wind tunnel simulations.
Conveying the same spirit, at the post-processing stage, it is also optimum to scrutinize the recorded data by keeping in mind that they have to be used as external loads applied on a finite element model. Although principal component decomposition have proved to be most efficient in extracting the most pertinent information from huge sets of data, it is most likely that some other methods including the structural characteristic could offer a more adequate post-processing (but limited to that particular structure).

In particular, in case of flexible structures, it is known that the normal modes of vibration \( \phi_j \) consist an optimum basis \( \Phi \) for the representation of the structural response to a broadband loading (Géradin & Rixen, 2002). They are obtained by solving the eigenvalue problem:

\[
(K - \omega_j^2 M)\phi_j = 0
\]

where \( \omega_j \) represents the \( j^{th} \) natural circular frequency. The first three mode shapes of the considered structure are illustrated in Fig. 12. In a structural design, the lowest modes usually offers global deformations, i.e. large wavelengths, as opposed, in this case, to the deep localization of loading components.

The transposition of the equation of motion (11) into the modal space yields

\[
M^* \ddot{\eta} + C^* \dot{\eta} + K^* \eta = p^* = \Phi^T \mathbf{p}
\]

where \( M^* = \Phi^T M \Phi \), \( C^* = \Phi^T C \Phi \) and \( K^* = \Phi^T K \Phi \) are respectively the generalized mass, damping and stiffness matrices, and \( \eta(t) \), \( \dot{\eta}(t) \) and \( \ddot{\eta}(t) \) are the modal displacements, velocities and accelerations. The optimality of the modal basis is attributable to the fact that it usually requires a small to moderate amount of mode shapes to provide a reliable estimation of the structural response. In the analysis of large scale structures with a number of degrees-of-freedom larger than or similar to \( 10^4 \), the size of the modal matrices is much smaller than the original structural matrices.

In the following, we proof the simple idea that the generalized forces \( p^*(t) \), obtained from the recorded pressures \( q(t) \), the transformation matrix \( A \) and the structural mode shapes \( \Phi \) as

\[
p^* = \Phi^T A q,
\]

provide a competitive representation of the loading.

3. Structural design

The objective of a structural design is to assess the safety against failure. This includes several checkings against local/global resistance, stability, comfort, fatigue, etc. In the following only
the determination of extreme internal forces in structural members is discussed. The goal of the design consists therefore in determining the probability density functions of the maximum internal forces, given the total observation period during which high buffeting winds are assumed to blow.

The time scale related to the buffeting loading is usually one or several orders of magnitude above the typical structural time scales (the natural periods). As a consequence, the structural response is usually estimated as the sum of a background and a resonant contributions (Gu et al., 2002). The nodal basis is known to be optimum for the estimation of the background contribution, while the resonant one is optimally estimated in the modal basis (Chen & Kareem, 2004). However, for the sake of simplicity, we completely develop the main argument in the modal basis, although we believe this could be adapted to a hybrid nodal/modal analysis. For the considered application the background-to-resonant ratios, i.e. the ratios of variances in each contribution, are given for the first 21 modes of the roof structure. This ratio ranges from 0.1 to 0.4 but may be higher for other structures such as cable-stayed bridges or low-rise buildings.

Two different methods of analysis, deterministic or stochastic, are discussed successively in the following sections, along with their applicability to structures tested in a wind-tunnel.

3.1 Deterministic structural design

In a deterministic context, the equation of motion (14), recalled here for clarity

\[ M \ddot{\eta} + C \dot{\eta} + K \eta = p = \Phi^T A q \]

is solved for modal coordinates \( \eta (t) \); nodal displacements are then obtained by \( x (t) = \Phi \eta (t) \) and internal forces \( f(t) \) are finally obtained by

\[ f = E x \]

where, in a finite element context, matrix \( E \) is built from adequate elements of the stiffness matrix \( K \). As an ultimate step, extreme values, i.e. probability density functions of the maximum internal forces during the observation period, are established.

According to the discussion in Section 2, there are several ways to process (or not) the recorded pressures. Each of them provides one or several ways to analyse the structure. The objective
Fig. 14. Power spectral density of generalized coordinates in modes 1 and 14. Solid lines refer to a frequency domain analysis, while dashed lines indicate a distorted response provided by a step-by-step algorithm (Newmark, $\alpha = 1/4; \delta = 1/2$)

Fig. 15. Power spectral density of generalized coordinates in modes 1 and 14. Solid lines refer to a frequency domain analysis, while dashed lines indicate a distorted response provided by a step-by-step algorithm (Newmark, $\alpha = 1/12; \delta = 1/2$ for mode 1 and $\alpha = 1/9; \delta = 1/2$ for mode 14)

Here is not to provide an exhaustive description of them, but well a brief overview of their applicability in the problem at hand, along with some illustrations. As a first option, the raw data $q(t)$ is used without any other processing than the computation of generalized forces (15). The equation of motion is solved either in the time domain with (16), or in the frequency domain with

$$\eta = H^*P^*$$

(18)

where the Fourier transform of the modal coordinates $\eta(\omega)$ is obtained by multiplication of the transfer function $H^*(\omega)$ and the Fourier transform of generalized forces $P^*(\omega)$. The time evolution of the modal coordinates $\eta(t)$ is recovered by inverse Fourier transform and, in both cases, internal forces are then obtained from (17). A statistical treatment of the time evolution of selected internal forces provides the design values.
Although time domain step-by-step calculations are commonly used in practice, they may not be the preferred choice in this context. Indeed they may suffer from the low sampling of wind-tunnel data, itself resulting from the need to acquire synchronously data from a large amount of pressure taps and to measure during a long time. The time step used for the numerical analysis may thus be a significant portion of the natural period, which is known to provide period elongation and excessive numerical damping (Clough & Penzien, 1993). This is illustrated in Fig. 14 where the psd of the modal coordinates in the $1^{st}$ and $14^{th}$ mode are compared to the results obtained with a Fourier transform (notice also that noise frequencies are still present in the response). A possible countermeasure is to adapt the parameters of the Newmark algorithm, in order to limit these undesired phenomena (Gmür, 2008). Optimum choices provide the results in Fig. 15 which show that the problem is solved for mode 1, but just reduced for mode 14. Other possible solutions would include a resampling of the acquired data, or even a generation of synthetic data compatible with the power spectral density of the acquired data. There are some important issues related to these two other methods and make their implementation rather vain in practice.

In a second option, the measured pressures are decomposed with a covariance proper transformation (7), and the structural response is analyzed in the modal basis. This combination, called \textit{double modal transformation} (Carassale et al., 2001), consists in solving

$$
\mathbf{M}^* \ddot{\mathbf{\eta}} + \mathbf{C}^* \dot{\mathbf{\eta}} + \mathbf{K}^* \mathbf{\eta} = \mathbf{B} \mathbf{c}
$$

where $\mathbf{B} = \mathbf{\Phi}^T \mathbf{A} \mathbf{\Theta}$ is the (covariance) cross-modal participation covariance matrix. By introducing the matrix of partial principal coordinates $\mathbf{Z}(t)$ whose $(j,k)$ element is the time domain response in the $j^{th}$ structural mode under the $k^{th}$ loading component, the modal responses simply write

$$
\eta_j = \sum_k B_{jk} Z_{jk}
$$

in which the summation is performed on an a priori chosen (but limited) number of loading components. Notice that a frequency domain solution of (20) via Fourier transform is also possible. As an illustration, Fig. 16 represents $B_{jk}$ and $\sigma^2_{Z_{jk}}$ for 5 structural modes and 25 loading components. For clarity, values are normalized line-by-line, to a unit maximum for

![Fig. 16. (a) Normalized (line-by-line) elements of the cross-modal participation covariance matrix $\mathbf{B}$ and (b) normalized variances of the matrix of partial principal coordinates $\mathbf{Z}(t)$.](image-url)
each mode. While the cross-modal participations exhibit a rather scattered pattern (depending on the affinity of structural mode shapes and loading components, similarly to earthquake engineering applications), the partial principal coordinates show a similar decrease for all modes. This typical decrease is related to that of the variance of the components themselves, see Fig. 8, and because all components possess a somewhat similar frequency distribution.

As a third option, consideration of a spectral proper transformation in combination with a modal basis analysis, provides the perfect framework for a double modal transformation in the frequency domain. In this case, the recorded pressures are decomposed as (10) and the equation of motion 18 writes

\[ \eta = H^* P^* = H^* D Y \]  

where \( D(\omega) = \Phi^T \Lambda \Psi (\omega) \) is the (spectral and frequency dependent) cross-modal participation matrix. By introducing the partial principal coordinates in the frequency domain \( T(\omega) \) whose \((i,j)\) element in the frequency response of the \( j^{th} \) structural mode under the \( k^{th} \) loading component \( T_{jk}(\omega) = H_j^*(\omega) Y_k(\omega) \), the modal response writes

\[ \eta_j = \sum_k D_{jk} T_{jk}. \]  

This deterministic method is not illustrated in this document. Actually its implementation is rather heavy as the spectral principal components \( Y(\omega) \) are not a direct outcome of the analysis. Spectral proper transformation is better suits a probabilistic approach, as shown next.

3.2 Stochastic structural design

In a stochastic approach, the psd matrix of modal coordinates \( S(\eta)(\omega) \) is obtained by pre- and post-multiplication of the psd matrix of generalized forces by the transfer matrix, as

\[ S(\eta) = H^* S(p^*) \overline{H^*}^T, \]  

where the overbar and superscript \( ^T \) denote respectively matrix conjugation and transposition. In wind engineering, this stochastic formulation of the governing equation was introduced in the works of Liepmann (Liepmann, 1952) and Davenport (Davenport, 1961). Their seminal ideas, suggesting the application of statistical concepts to buffeting analysis, were extended from single-DOF systems to multi-DOF systems, with consideration of aerodynamic instabilities (Jain et al., 1996), mode correlation (Denoel, 2009; Gu & Zhou, 2009), aerodynamic admittance (Scanlan & Jones, 1999), and ended up in the accurate and adequate format available nowadays.

The main scope of this document is driven by the convenient aspect of this analysis method, especially because the analysis provides a repeatable response and an accurate probabilistic description of extreme values. On the contrary, application of Monte Carlo simulation techniques to solve the same problem, with an approach becoming deterministic then, provides a unique estimate of the response, as what would be obtained from wind-tunnel measurement.

To the light of the former descriptive vs. inferential discussion of the measured pressures, it seems evident that classical descriptive statistics are particularly well suited to a deterministic approach with (16) or (18), while the inferential statistics and presumably more robust probabilistic models better suit the concepts of a stochastic approach, with (23).
A basic way to perform a stochastic analysis from wind-tunnel measurements is to establish the psd matrix of the recorded pressures $S^{(q)}$ through a non-parametric estimator as Welch’s periodogram method. From (15), the psd matrix of generalized forces is given by

$$S^{(p^*)} = \phi^T A S^{(q)} A^T \phi. \quad (24)$$

Substitution into (23) provides, after integration along frequencies, the covariance matrix of modal coordinates, followed then by the psd matrix of nodal displacement, and of some interesting internal forces by

$$S^{(I)} = E \phi S^{(1)} \phi^T E^T. \quad (25)$$

This quantity contains the necessary information for the establishment of extreme value statistics of internal forces, in a Gaussian context.

The other stochastic analysis relies on the elegant combination of a structural modal basis and the spectral proper transformation where $S^{(q)}$ is expressed by (9). The rest of the design procedure remains unchanged with (24) and (23), or equivalently

$$S^{(\eta)} = H^* D S^{(y)} D^T H^T. \quad (26)$$

Notice that the application of the covariance proper transformation would yield

$$S^{(\eta)} = H^* B S^{(c)} B^T H^T. \quad (27)$$

where $S^{(c)}(\omega)$ stands for the psd matrix of the covariance principal components. The implementation of this formulation is however not economical because $S^{(c)}(\omega)$ is a full matrix, whereas $S^{(y)}(\omega)$ is diagonal. The spectral proper transformation is then faster and more efficient, since the frequency dependence of the loading components is accounted for.

The application of CPT in a stochastic approach is therefore not pursued next. We are thus left with just two formulations, (23) and (26). From the previous talk, we know that the smoothing and reproducibility potential of a stochastic approach is increased if we consider the statistical properties of the population, rather than a non-parametric (descriptive) estimate of some psd matrices. Similarly to what is suggested in (Kho et al., 2002), we assert the inferential statistics of the recorded pressures, seen as random processes, are accurately represented by a low-order parametric estimation. In this perspective, we analyze the optimum way of fitting a probabilistic model to the recorded pressure field or any of its by-products. It is indeed possible to do this fitting at different levels of the stochastic analysis. The first and most natural way consists in estimating in a parametric way the psd matrix of the acquired pressures. This idea appears to be applicable only for small scale structures for which the coherence field remains simple. As illustrated in Fig. (6), actual coherence functions of local pressures is far from the usually assumed real-valued exponentially decaying functions. This make the determination of sufficiently flexible analytical expression and their fitting rather cumbersome.

A second option consists in fitting the probabilistic model directly to the generalized forces. In other words, the time evolution of generalized forces is obtained deterministically; then the psd matrix of the generalized forces is represented with a simple probabilistic model. This concept is appealing for many reasons:

- the size of the matrices that need to be handled correspond to the (usually small) number of mode shapes that are necessary to accurately represent the structural response;
Fig. 17. Fitting of a probabilistic model (a parametric psd estimate) to the generalized force in mode 14. Various options show that the parametric estimate, after bandstop filtering provides an interesting methodology, offering smoothness and robustness against spurious harmonics.

Fig. 18. Coherence functions between some generalized forces.

- the need to model properly the coherence between generalized forces is limited to structures evincing both a significant resonant response and clustered natural frequencies (Denoel, 2009);
- the possible spurious harmonics any many other deficiencies may be filtered out in the fitting process; this is discussed next.

Another possibility consists in fitting a probabilistic model to the spectral proper components and coordinates. Although the psd matrix of the proper coordinates $S^{(y)}$ may be fitted easily (because there is no coherence), the development of a smooth proper component model remains challenging. This would actually require the case-by-case study of each structure and makes the practical implementation of this idea inoperative.
The fitting of a Yule-Walker model to generalized forces is illustrated in Fig. 17 for mode 14, which is particularly affected by the spurious harmonics. The solid and dotted lines represent the non-parametric power spectral density estimates of the raw signal and of the bandstop filtered signal around the troublesome frequencies, respectively. The spurious peaks are basically transformed to spurious valleys as the cutoff and order of the bandpass filter have been roughly selected. Thick lines represent the parametric model, a 6th-order Yule-Walker model, obtained from the raw and filtered signals, respectively. One may observe that the successive application of a bandstop filtering and parametric estimation provides a smooth acceptable power spectral density. A similar procedure is adopted for coherence functions of generalized forces. The real and imaginary parts of the coherence functions between modes (1,2), (1,3) and (1,4) are represented in Fig. 18. The proposed parametric estimator give a much smoother representation of these functions.

In summary, it appears that the fitting of a probabilistic model to the generalized forces provides a simple, accurate and manageable way of performing a structural analysis from wind-tunnel measurement, with a very limited sensitivity to the variability of the acquired signals.

4. Comparison

In this section, the most promising solutions introduced before are compared in terms of their faculty to accurately provide the standard deviations of two internal forces. The considered forces are a bar of the truss composing one of the two main beams of the roof (A) and a peripheral purlin of the roof (B). These two structural members have been selected because of their significant dissemblance. The one (A) is large and it affected by forces applied on the whole roof, whereas the other (B) is smaller and concerned with wind pressures acting in a short area around the element. As seen next, many mode shapes with high frequencies are necessary to model properly the response of member B.

First, we compare in Fig. 19 the power spectral densities of the two internal forces obtained either with a parametric estimate of the psd matrix of generalized forces (Yule-Walker), or a non-parametric estimate of the psd matrix of generalized forces (Welch). As discussed earlier, the first choice proves to be superior since: (i) it provides a smooth result that will therefore ensure a reliable estimate of extremes values, and (ii) spurious harmonics have been totally pruned, with an automatic procedure.

In a second comparison, the same parametric fitting of the psd matrix of generalized forces is tested against the results of a probabilistic analysis with the spectral proper transformation. In the latter case, several analyses are performed, with a different number of loading components. Figure 20 shows the psd’s of internal forces obtained with 3 or 70 loading components (thin lines), as well as the same the psd’s obtained with the proposed fitting. Again the erraticness of the result may be discussed. Of more importance, the results obtained with SPT show the right profile with only three loading components. The peaks in the psd’s are indeed well represented, but with an inaccurate level however, since the variance of the internal forces are underestimated. This naturally results from a severe discrepancy in the representation of the total energy in the loading process, as may be seen in Fig. 11. Interestingly, the psd’s obtained with 70 components virtually matches those resulting from the proposed fitting of generalized forces, with the exception of erraticness and spurious modes.
Fig. 19. Psd of two internal forces (in elements A and B) obtained with a parametric (Yule-Walker) or non-parametric (Welch) estimation of the psd matrix of generalized forces. The method promoted in this document is the smooth and robust parametric estimate.

Fig. 20. Psd of two internal forces (in elements A and B) obtained with a parametric (Yule-Walker) estimation of the psd matrix of generalized forces or the use of a SPT decomposition of the pressure fields, with either 3 components (lower curves) or 70 components (upper curves).

Figure 21 shows the variances of the two internal forces, obtained with the different approaches. For both elements, the deterministic analysis in the frequency domain (1) slightly overestimates values obtained with the proposed fitting (2). One explanation is that the deterministic approach is based on the unfiltered generalized forces. The CPT approach (3), a double modal transformation in the time domain, provides excessive variances. This overestimation is due to the inaccuracy of the Newmark’s algorithm, as illustrated in the previous Section. The discrepancy is naturally larger for element B (than A), as its response is composed of multiple modal responses at higher frequency, for which Newmark fails to be accurate. On the contrary, the internal force in element A essentially results from the contributions of modes 1 and 3. Lastly, the SPT approach (4) in the framework of a stochastic analysis as discussed before, produce an estimation of the variances of internal forces that is in a very good agreement with the proposed method (2), for all that fifty principal components at least as considered for the computation.
5. Conclusions

Advanced post-processing of measured wind pressures of large and fully instrumented structures are compulsory to extract some valuable information from the experimental campaign. In this context, we have discussed the way to establish, in the most economical way, a global reliable probabilistic model that is useful for the structural design. The fitting of such a model to the generalized forces, and by means of a parametric psd estimate, has been demonstrated to be an interesting solution showing simplicity, accuracy and repeatability in the event of new experiments under the same conditions.

Actually non-parametric methods are rapidly dismissed because they are not able to offer the same advantages. Indeed, they still provide erratic results, and therefore inaccuracy in repeatability, even with an averaging procedure. Furthermore, it has been shown that a parametric estimate may easily solve issues related to the presence of noise in the signal.

In a structural design context, the method was benchmarked against a time domain double modal transformation (with a covariance proper transformation), as well as a stochastic analysis with a spectral proper transformation, and the conclusion is that the proposed method provides accurate results. More interestingly, these alternative techniques require the need for a substantial amount of computational effort to establish the required number of components. On the contrary, the proposed method hinges on the classical normal modes of vibration, which are usually available.

The idea of fitting a probabilistic model to other quantities than the generalized forces was studied. In particular, it was found that neither the CPT nor the SPT seem to be adapted to such a processing. This is due to the difficulty in fitting accurate components (load cases) and, for the SPT, to the frequency dependence of those components.

The present study was carried out in the context of a modal structural analysis and within the framework of a second rank stochastic analysis, which is therefore limited to Gaussian processes. Although this limitation could be justified for structures with a large resonant response, its application to stiffer structures may require consideration of non-Gaussian processes. In future developments, extension to higher order statistics should follow the same
guideline and offer the possibility to discuss the reproducibility, from test to test, of extreme values of non Gaussian processes, with advanced techniques as suggested in (Floris & Iseppi, 1998; Gurley et al., 1997). This would be preformed by fitting parametric estimates to the bispectrum of generalized forces and conducting higher order stochastic analyses as described in (Denoël & Degée, 2006; Gusella & Materazzi, 1998).
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